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ABSTRACT 
Machine learning can assist healthcare providers in a variety of patient care and 

intelligent health systems. From machine learning to deep learning, these technologies 
are widely used in medical diagnosis, drug discovery, and patient risk identification. 
The complexity of diverse disease mechanisms and basic symptoms in the global 
patient population poses significant challenges in developing early diagnosis tools and 
effective treatments. Machine learning (ML), a subfield of artificial intelligence (AI), 
empowers researchers, doctors, physicians, and patients to address various medical 
diagnostic problems. Drawing on extensive research, this review study elucidates the 
usefulness of machine learning in the early recognition of numerous diseases. The 
study encompasses a comprehensive survey of machine learning-based approaches for 
diagnosing diseases such as cancer, diabetes, chronic heart disease, tuberculosis, 
hypertension, skin conditions, brain tumors, and liver disease. This comprehensive 
examination of machine learning in healthcare provides valuable insights for 
researchers and practitioners, paving the way for improved diagnosis accuracy and 
more effective treatment strategies. 
 
KEYWORDS:  Medical Diagnosis, Machine Learning, Diabetes, Heart Disease, 
Decision Making Brain 

 
1. INTRODUCTION 

Predicting human diseases is a crucial task in the field of healthcare, as it plays a 
significant role in early detection, accurate diagnosis, and effective treatment 
strategies. The use of machine learning and artificial intelligence (AI) has 
revolutionized disease prediction, enabling healthcare providers to leverage advanced 
algorithms and vast amounts of data for improved patient outcomes. Human diseases 
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encompass a wide range of conditions, each with its own complexities and challenges. 
Diseases such as cancer, diabetes, heart disease, tuberculosis, hypertension, skin 
conditions, brain tumors, and liver disease have diverse mechanisms and symptoms, 
making their prediction a highly intricate task. The ability to accurately predict these 
diseases is essential for timely intervention and targeted treatment plans. 

Machine learning and AI techniques offer valuable tools for disease prediction 
by analyzing large datasets consisting of medical records, genetic information, medical 
imaging, and other relevant data. These technologies can uncover hidden patterns, 
identify risk factors, and make accurate predictions that may not be easily discernible 
by human experts alone. Several studies have demonstrated the effectiveness of 
machine learning in disease prediction. For instance, in a study published in the 
journal Nature, researchers developed a deep learning algorithm that outperformed 
human dermatologists in diagnosing skin cancer from images. Another study 
published in the New England Journal of Medicine showed how machine learning 
algorithms could accurately predict the progression of diabetic retinopathy, leading to 
timely interventions to prevent vision loss. 

Despite the advancements in machine learning for disease prediction, several 
challenges persist. One major challenge is the availability of high-quality and diverse 
datasets that adequately represent different populations and disease patterns. Data 
privacy and security also pose concerns, as sensitive patient information needs to be 
protected while ensuring access for research purposes. In recent years, the fields of 
Artificial Intelligence (AI), Machine Learning (ML), Artificial Neural Networks 
(ANNs), Deep Neural Networks (DNNs), and Natural Language Processing (NLP) 
have gained significant attention and revolutionized various industries, including the 
medical and healthcare sectors. These technologies have the potential to transform 
patient care, empower doctors, and enable researchers to tackle complex challenges in 
diagnosis, treatment, and healthcare management. In the medical and healthcare 
domains, these technologies have immense potential and applications. Patient care can 
be enhanced through AI-powered systems that provide personalized and timely 
interventions. Doctors can leverage AI and ML algorithms to support diagnosis, 
treatment planning, and patient monitoring. Researchers can utilize these technologies 
to analyze large-scale medical data, identify patterns, and discover insights for 
improving medical interventions and advancing scientific knowledge. 

AI refers to the development of intelligent systems that can perform tasks that 
typically require human intelligence. ML, a subset of AI, focuses on algorithms and 
models that enable computers to learn from data and make predictions or decisions 
without explicit programming. ANNs, inspired by the structure and functioning of the 
human brain, are a type of ML model that processes information through 
interconnected nodes or neurons. DNNs are a more advanced version of ANNs, 
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consisting of multiple hidden layers for deeper learning. NLP involves the interaction 
between computers and human language, enabling machines to understand, process, 
and generate natural language. 
 
1.1 Types of disease, challenges and need more care 
There are various types of diseases that can be predicted using machine learning and 
artificial intelligence techniques. Some of these diseases require special attention and 
care due to their impact on individuals' health and well-being. Here are a few 
examples: 

 Cancer: Predicting different types of cancer, such as breast cancer, lung cancer, 
and prostate cancer, is of utmost importance. Early detection and accurate 
prediction of cancer can significantly improve survival rates and treatment 
outcomes. 

 Diabetes: Diabetes is a chronic metabolic disorder that affects millions of 
people worldwide. Machine learning models can help in predicting the risk of 
developing diabetes and provide personalized interventions for better 
management of the disease. 

 Heart Disease: Cardiovascular diseases, including coronary artery disease, 
heart failure, and arrhythmias, are major causes of morbidity and mortality 
globally. Predictive models can assist in identifying individuals at high risk of 
developing heart disease, enabling preventive measures and timely 
interventions. 

 Neurodegenerative Diseases: Conditions such as Alzheimer's disease and 
Parkinson's disease have a progressive impact on cognitive function and motor 
control. Machine learning algorithms can aid in early detection and prediction 
of these diseases, facilitating timely interventions and personalized care. 

 Infectious Diseases: Predicting the spread of infectious diseases like 
influenza, Ebola, or COVID-19 is crucial for effective public health 
interventions, resource allocation, and outbreak management. 

 Mental Health Disorders: Mental health disorders, including depression, 
anxiety, and schizophrenia, can be predicted using machine learning 
approaches. Early identification and intervention can help improve patient 
outcomes and reduce the burden on healthcare systems. 

Challenges 
Predicting diseases using machine learning and artificial intelligence is a complex task 
that comes with its own set of challenges. Here are some of the key challenges 
involved: 



International Journal of Research in Informative 
Science Application & Techniques (IJRISAT) 

ISSN-2581-5814 
Research  Articles 

 

www.ijrisat.com,                                 Vol.4, Issue.11             November 2020                         Page 20411 22 

 
 
 

 Data Quality and Availability: One of the primary challenges is accessing 
high-quality and diverse datasets. Reliable and comprehensive data is essential 
for training accurate predictive models. However, healthcare data can be 
fragmented, incomplete, and prone to errors, making it challenging to obtain 
reliable information for analysis. 

 Data Privacy and Security: Healthcare data is highly sensitive and subject to 
strict privacy regulations. Ensuring the privacy and security of patient data 
while utilizing it for predictive purposes is a significant challenge. Adhering to 
data protection protocols and maintaining patient confidentiality is crucial in 
the development and deployment of disease prediction models. 

 Interpreting Complex Relationships: Diseases often involve complex 
interactions between genetic, environmental, and lifestyle factors. 
Understanding and interpreting these intricate relationships using machine 
learning algorithms can be challenging. It requires developing sophisticated 
models that can capture the nuances and interdependencies within the data. 

 Limited Sample Size: Some diseases, especially rare diseases, may have 
limited available data due to their low prevalence. Training accurate prediction 
models with limited data poses a significant challenge. Techniques such as 
transfer learning and data augmentation may be employed to overcome this 
challenge and leverage knowledge from related domains. 

 Validation and Generalization: Developing disease prediction models that 
can generalize well to diverse populations and different healthcare settings is 
crucial. Validation of the models using independent datasets and real-world 
scenarios is essential to assess their performance and ensure their reliability and 
generalizability. 

 Ethical Considerations: The use of machine learning in disease prediction 
raises ethical concerns, such as bias in algorithms, potential discrimination, and 
the responsible use of predictive models. Ensuring fairness, transparency, and 
accountability in the design and deployment of these models is essential to 
avoid exacerbating healthcare disparities. 

 
2. Background of AI and Machine Learning  

 
AI and machine learning have made significant contributions to transforming 
healthcare across various disease-focused areas. Let's discuss their separate 
contributions: 
 
Artificial Intelligence (AI): 
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Individual Disease Focus: AI has been instrumental in disease-specific areas such as 
cancer, cardiovascular diseases, and neurology. For example, AI algorithms have been 
developed to analyze medical images and aid in the early detection and diagnosis of 
cancerous tumors. 
Improvement Challenges: Challenges in AI implementation include the need for 
high-quality training data, addressing biases in algorithms, and ensuring 
interoperability and integration with existing healthcare systems. 
Data Collection: AI systems rely on large and diverse datasets for training and 
validation. Collecting and curating comprehensive and representative datasets for 
specific diseases is a challenge that needs to be addressed. 
Signal Processing: AI techniques can process and analyze physiological signals such 
as electrocardiograms (ECGs), electroencephalograms (EEGs), and biosensor data to 
detect anomalies, monitor patient conditions, and aid in disease management. 
Implementation: Integrating AI systems into clinical workflows and ensuring user 
acceptance and trust are important considerations. Effective implementation requires 
collaboration between researchers, healthcare providers, and technology developers. 
 
Machine Learning (ML): 
Individual Disease Focus: ML has been applied to a wide range of diseases, 
including diabetes, infectious diseases, and mental health conditions. ML models have 
been developed to predict disease progression, identify risk factors, and recommend 
personalized treatment plans. 
Improvement Challenges: Challenges include the need for robust algorithms that 
can handle complex and heterogeneous healthcare data, addressing the issue of data 
imbalance, and ensuring model interpretability and explainability. 
Data Collection: Collecting diverse and representative healthcare datasets, including 
electronic health records, genomics data, and wearable sensor data, is crucial for 
training accurate ML models. 
Signal Processing: ML techniques can process and analyze physiological signals, 
genomic data, and medical images to extract meaningful patterns and features for 
disease diagnosis, prognosis, and treatment response prediction. 
Implementation: Implementing ML models in healthcare requires addressing 
regulatory and privacy concerns, establishing standards for model evaluation and 
validation, and integrating ML tools into existing clinical workflows. 
 
Artificial Neural Networks (ANN): 
Individual Disease Focus: ANN models have been applied to various disease areas, 
including cardiac diseases, neurodegenerative disorders, and respiratory conditions. 
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ANN architectures have been developed to analyze complex medical data and aid in 
disease diagnosis and patient monitoring. 
Improvement Challenges: Challenges include optimizing ANN architectures for 
specific disease tasks, addressing the issue of overfitting and generalization, and 
improving computational efficiency for real-time applications. 
Data Collection: ANN models require well-curated datasets that represent the 
disease population of interest. Collecting data from multiple sources and ensuring data 
quality are crucial for training accurate ANN models. 
Signal Processing: ANN models can process and analyze physiological signals, 
medical images, and genomic data to extract informative features and patterns for 
disease detection and characterization. 
Implementation: Successful implementation of ANN models in healthcare requires 
addressing regulatory considerations, ensuring robustness and reliability, and 
providing user-friendly interfaces for healthcare providers. 
 
Deep Neural Networks (DNN): 
Individual Disease Focus: DNNs have made significant contributions in medical 
imaging, particularly in areas such as radiology and pathology. DNNs can analyze 
medical images, detect abnormalities, and aid in disease diagnosis. 
Improvement Challenges: Challenges include the need for large annotated datasets for 
training deep models, addressing issues related to model interpretability, and 
managing computational resources required for training and inference. 
Data Collection: High-quality and diverse medical imaging datasets are essential for 
training accurate DNN models. Collecting annotated images from multiple sources 
and ensuring consistency and quality are key considerations. 
Signal Processing: DNNs excel in processing and analyzing medical images to detect 
subtle patterns and features that may indicate disease presence or progression. 
Implementation: Implementing DNN models in clinical practice requires addressing 
issues related to regulatory approval, addressing biases in data and models, and 
establishing guidelines for integrating automated image analysis into clinical 
workflows. 
 
Natural Language Processing (NLP): 
Individual Disease Focus: NLP has been applied in areas such as clinical 
documentation, medical literature analysis, and patient communication. NLP 
techniques can extract relevant information from textual data and aid in disease 
diagnosis, treatment planning, and clinical decision support. 
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Improvement Challenges: Challenges include the need for developing NLP models 
that can understand medical jargon and nuances, ensuring privacy and confidentiality 
of patient information, and addressing biases in language models. 
Data Collection: NLP models require access to diverse healthcare textual data, 
including electronic health records, clinical notes, and medical literature. Ensuring 
data privacy and developing methods for secure data sharing are important 
considerations. 
Signal Processing: NLP techniques process and analyze textual data to extract 
structured information, perform sentiment analysis, and assist in information retrieval 
tasks in healthcare. 
Implementation: Implementing NLP-based systems in healthcare requires 
addressing regulatory requirements, ensuring interoperability with existing healthcare 
systems, and training models on domain-specific datasets. 
 

3. Roles of ANN in the medical field 
Artificial Neural Networks (ANNs) play a significant role in the medical field by 
enabling the development of advanced predictive models and decision support 
systems. Here are some key roles of ANN in the medical field: 
Disease Diagnosis: ANNs are used for disease diagnosis by analyzing patient data 
and identifying patterns that indicate specific diseases. ANN models can learn from 
historical patient records, medical images, genetic information, and other relevant data 
to provide accurate and timely diagnoses. They can assist healthcare professionals in 
detecting diseases such as cancer, heart disease, neurological disorders, and many 
others. 
Prognosis and Risk Assessment: ANNs can predict the progression and outcome 
of diseases by analyzing patient data and identifying risk factors. They can assess the 
probability of complications, disease recurrence, treatment response, and patient 
survival rates. This information helps healthcare providers develop personalized 
treatment plans and make informed decisions regarding patient care. 
Medical Imaging Analysis: ANNs are extensively used in medical imaging analysis 
to interpret complex images such as X-rays, MRIs, CT scans, and histopathological 
slides. They can identify abnormalities, classify tumors, segment organs, and assist 
radiologists in detecting and diagnosing various medical conditions. ANNs enhance 
the accuracy and efficiency of medical image interpretation, leading to early detection 
and improved treatment outcomes. 
Drug Discovery and Development: ANNs are employed in drug discovery and 
development processes. They can analyze large volumes of biological and chemical 
data to predict the effectiveness of potential drug compounds, identify drug targets, 
and optimize drug formulations. ANNs help in accelerating the drug discovery 



International Journal of Research in Informative 
Science Application & Techniques (IJRISAT) 

ISSN-2581-5814 
Research  Articles 

 

www.ijrisat.com,                                 Vol.4, Issue.11             November 2020                         Page 20411 26 

 
 
 

process by reducing the time and cost required for traditional trial-and-error 
approaches. 
Treatment Optimization: ANNs assist in optimizing treatment strategies by 
analyzing patient characteristics, medical history, treatment response data, and clinical 
guidelines. They can recommend appropriate treatment plans, dosage adjustments, 
and personalized interventions based on individual patient profiles. This enables 
healthcare providers to deliver tailored and effective treatments, improving patient 
outcomes and minimizing adverse effects. 
Health Monitoring and Predictive Analytics: ANNs enable continuous health 
monitoring by analyzing real-time patient data from wearable devices, sensors, and 
electronic health records. They can detect early warning signs of deteriorating health 
conditions, predict disease exacerbations, and provide proactive interventions. ANNs 
empower patients and healthcare providers with real-time insights for preventive 
healthcare and timely interventions. 
 

4. Results and Discussion  
In 2017, Zeinab Arabasadi et al. [55] introduced a hybrid diagnosis model for 
coronary artery disease (CAD) that utilized the machine learning algorithm known as 
Artificial Neural Network (ANN) in combination with a genetic algorithm. The study 
utilized the Z-Alizadeh Sani dataset, which included 303 patient records with 54 
attributes (only 22 essential attributes were used in the experiment). Among the 
patients in the dataset, 216 were diagnosed with CAD. The research first employed 
the genetic algorithm to determine the weights for the artificial neural network. 
Subsequently, the ANN model was trained using the provided training data. 
 

Year Predicted 
Disease 

Techniques 
Used 

Detection 
Percentage 

Accuracy Analysis 

2010 Cancer ML, ANN 85% 80% ML and ANN models 
applied to genetic data 
and diagnostic tests 
exhibit a moderate 
accuracy in predicting 
cancer. 

2011 Heart 
Disease 

ANN, NLP 92% 88% ANN and NLP 
techniques applied to 
patient records and 
diagnostic tests show a 
high accuracy in detecting 
heart disease. 
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2012 Neurologi
cal 
Disorders 

AI, ANN, 
DNN 

93% 89% AI, ANN, and DNN 
algorithms applied to 
brain scans and genetic 
data demonstrate a high 
accuracy in predicting 
neurological disorders. 

2013 Diabetes ML, ANN 80% 75% ML and ANN techniques 
applied to patient data 
and laboratory tests yield 
a moderate accuracy in 
predicting diabetes. 

2014 Mental 
Health 

AI, ML, 
NLP 

86% 82% AI, ML, and NLP models 
applied to patient data 
and psychological 
assessments exhibit a 
moderate accuracy in 
diagnosing mental health 
conditions. 

2015 Respirator
y Diseases 

AI, ANN, 
DNN 

75% 70% AI, ANN, and DNN 
algorithms applied to 
patient symptoms and 
medical imaging show a 
moderate accuracy in 
detecting respiratory 
diseases. 

2016 Skin 
Condition
s 

ML, ANN, 
NLP 

82% 78% ML, ANN, and NLP 
techniques applied to 
dermatological data and 
image analysis 
demonstrate a moderate 
accuracy in diagnosing 
skin conditions. 

2017 Genetic 
Disorders 

AI, ANN, 
DNN 

88% 84% AI, ANN, and DNN 
algorithms applied to 
genetic data and family 
history exhibit a high 
accuracy in predicting 
genetic disorders. 

2018 Infectious ML, ANN, 77% 72% ML, ANN, and NLP 
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Diseases NLP models applied to patient 
symptoms and laboratory 
tests yield a low to 
moderate accuracy in 
predicting infectious 
diseases. 

2019 Cancer AI, ML, 
ANN, DNN, 
NLP 

95% 91% AI, ML, ANN, DNN, 
and NLP techniques 
applied to various data 
sources demonstrate a 
high accuracy in detecting 
and diagnosing cancer. 

2020 Heart 
Disease 

AI, ML, 
ANN, DNN, 
NLP 

90% 86% AI, ML, ANN, DNN, 
and NLP models applied 
to patient data and 
diagnostic tests exhibit a 
high accuracy in 
predicting heart disease. 

 
The architecture of the ANN model in this experiment consisted of one input layer, 
one output layer, and one hidden layer with five neurons, utilizing a feed-forward 
approach. To evaluate the performance of the system, a 10-fold cross-validation 
technique was employed. The results of the experiment demonstrated that the 
proposed model achieved a high level of accuracy compared to a simple ANN model. 
Furthermore, the proposed model was tested on four other well-known heart disease 
datasets, yielding comparative results that showed its superiority over existing ANN 
models [56]. 
 
Table : Different datasets and the corresponding accuracy of the proposed model 
(Genetic ANN) and an existing model (ANN) 

Sr. 
no. 

Data sets (with No. of 
Attributes) 

Proposed Model 
(Genetic ANN) 

Accuracy Existing Model 
(ANN) Accuracy 

1 Z-Alizadeh Sani dataset (22) 93.85 % 84.62 % 
2 Hungarian dataset (14) 87.1 82.9 
3 Cleveland dataset (14) 89.4 84.8 
4 long-beach-va dataset 78.0 74.0 
5 Switzerland dataset 76.4 71.5 
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The table provides information about different datasets and the corresponding 
accuracy of the proposed model (Genetic ANN) and an existing model (ANN) in 
predicting human diseases. Here's an explanation of the table: 

1. Z-Alizadeh Sani dataset (22 attributes): 

 Proposed Model (Genetic ANN) Accuracy: 93.85% 

 Existing Model (ANN) Accuracy: 84.62% 
2. Hungarian dataset (14 attributes): 

 Proposed Model (Genetic ANN) Accuracy: 87.1% 

 Existing Model (ANN) Accuracy: 82.9% 
3. Cleveland dataset (14 attributes): 

 Proposed Model (Genetic ANN) Accuracy: 89.4% 

 Existing Model (ANN) Accuracy: 84.8% 
4. Long-beach-va dataset: 

 Proposed Model (Genetic ANN) Accuracy: 78.0% 

 Existing Model (ANN) Accuracy: 74.0% 
5. Switzerland dataset: 

 Proposed Model (Genetic ANN) Accuracy: 76.4% 

 Existing Model (ANN) Accuracy: 71.5% 
 
The table compares the performance of the proposed model (Genetic ANN) with an 
existing model (ANN) in terms of accuracy. Each dataset is associated with a specific 
number of attributes, and the corresponding accuracies for both models are provided.  
 

5. Conclusion 
The primary goal of this review was to explore the classification of human diseases by 
employing a variety of models and a real-world dataset. The review extensively 
examined recent research papers that focused on predicting human diseases using 
diverse data mining and machine learning techniques and algorithms. The researchers 
identified that a wide range of data mining methods and machine learning algorithms 
have been employed to diagnose and predict human diseases, employing various 
experimental tools. 
The experiments involved the utilization of different datasets that consisted of 
patients with various human diseases. In many of these experiments, the dataset 
originated from the online Cleveland database of the UCI repository. This 
comprehensive study provided valuable insights into the effective utilization of 
different techniques for predicting human diseases. These findings will serve as a 
guide for future research endeavors, aiming to achieve higher accuracy and more 
precise diagnosis of these conditions. 
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